JOINT UNSUPERVISED FACE ALIGNMENT AND BEHAVIOUR ANALYSIS

Lazaros Zafeiriou, Epameinondas Antonakos, Stetanos Zafeiriou and Maja Pantic

Imperial College
London

{l.zafeirioul?2, e.antonakos, s.zafeiriou, m.pantic}@imperial.ac.uk

|1. CONTRIBUTION ]|3 METHOD OVERVIEW ] 4. RESULTS IN SPATIO-TEMPORAL BEHAVIOUR ANALYSIS

® We pl‘esent A Ilovel COIIlpOIleIlt ana1YSiS Wthh leen A VideO SEqueErcCe Wlth the COl“reSpOIlding Deterministic Slow Feature Analysis Auto Regressive Component Analysis 0 013 71 8 103 £134 [159 [68 180
can perform joint reconstruction and extrac- bounding box and a shape model, the method suiec Uk = Acion U
X ERRRRERRRRE I S N P“ 1 : : _ :
tion of a latent space with first order Markov | | performs jointly facial landmarks localization and o e
. . . . . >
dependencies. spatio-temporal facial behaviour analysis 06 C
04 n
0.2
e We show how, by incorporating a shape model, —ARCA :
we can perform joint alignment, i.e. facial T T T T BN s S N NS P TTI N ONY. SRty
- - : : R EET R sloa i NG e 0sla o NS
landmarks localization, and feature extraction Bty = SEEEE NN I 1 D A G ! I N >
| D e o DY AR N B I ERNEE W -
useful for analysis of facial events. Due to Video and Bounding Boxes | | | — 7Y (R AVE-OPP SV TP VFPRSSVRNNY V1 FPVYETY ESUEINTR: I VERPOOE Y ©
. . : bl i=1...,N : ! racial landmark 02| i s NG A el N
the incorporation of the motion model the ex- == R [ . | e N A N 1 I I \ : : : : : :
. @ =1 =4 | . | 0 0 20 30 40 50 60 0 10 20 30 40 50 60 0 95 50 75 100 195 150 175 9200
tracted dynamic latent features are robust to @%@ . xignment |, Jle— ! frames frames Frames
. . = /Li’ = | _F
geometric transformations. SYIETAVY G
Shape Model :
e We show that the latent features can be used Application of SFA and ARCA on a video display- Comparison of ARCA (blue) and SFA (green) with
Y
for temporal alignment of facial events. by solving the following optimization problem ing a subject performing: (a) Blink (AU 45) and the annotated ground truth (red) on a spontaneous

(b) Tongue Show (AU 19). The red marks indicate video sequence from UNS database. The subject

| 2. MODEL ‘ min  f = || X(W(P)) — UV|% + Mr[VLVT] the ground truth moments at which the FAU’s tem- performs an FAU with multi-temporal phases (ON-
) U,V.P
Onset, AP-apex, OF-offset, N-neutral).

poral phases change.

For deriving the ARCA we consider a probabilistic st UlUu =1
generative model which (1) Captures time-variant la- (1) Subjects Original Extracted Features Aligned Extracted Features Alignment path ~ — == 2TA
tent features and (2) explains data generation. The solution is given in an alternating manner con- TN
Assuming a generative model of the form sisting of two steps E E 50 (V2004 VT N S
024/ 5 i o N s N
X = Uvi +e (3) Fix P and minimize with respect to {U,V} ) R Fames 70 %%

In this step we have a current estimate of the shape Method
parameters matrix P and thus the data matrix

X(W(P)). In order to find the updates U and V we

where U € R*% ig a subspace of K basis, then for
capturing the time-variant correlations we consider
an Autoregressive model

follow an alternative optimization framework where ARCA
. . . . v we fix V and find U and then fixing U and finding
g W N W W v e
Updating U Given V the update for U is given
@ @ @ @ by the skinny singular value decomposition (SSVD)  Aligning the AU10 performed by two different subjects. (a)Original features (b)Aligned features (c) Align-
of X(W(P))VT [1] ment path. (d) Frames detected form the ARCA method (second row) and CTW method (third row)
(= gpdaﬁﬂg V' Given U the update for Viis given | 5 RESULTS IN LANDMARK POINTS LOCALIZATION
y
for the latent variables v; as v;|v;_1,...,v1 ~ V = UTX(W(P))(I — )\L)_l (2) Lamﬁ o g e ¥
N (vi|pvi_1,I) with vi ~ N (v1]0, (1 — ¢*)~1). N vv ''''''''''' j
Fix {U,V} and minimize with respect to P g e
| 6. REFERENCES ] In this step we have a current estimation of the ba- g, O I W e
sis U and the latent features V and aim to esti- £ | R G R -
I [1] Zou, Hui and Hastie, Trevor and Tibshirani, Robert. I mate the motion parameters P = |p1,...,pn]| for T Itera%[,ions ¢ s Fointto-pont Normalized AWS Error
Sparse principal component analysis Journal of compu- | each frame, so that the Frobenius norm between the i fom g s SO

tational and graphical statistics pages 265-286 , Co. .
2] Baker, Simon and Matthews, lain. Lucas-kanade 20 years warped frames and the templates UV 1s minimized.

on: A unifying framework International Journal of Com- This is achieved by using the efficient Inverse Com-

puter Vision (IJVC) positional (IC) Image Alignment algorithm [2]. Mean error over all videos per iteration and compar- Indicative example of the subspace evolution on an

ison of the fitting accuracy of ARCA with methods MMI video. Top row: Initial subspace. Bottom row:
trained on manual annotations for MMI. Final subspace after five iterations



